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The	near-term	potential	of	“artificial	intelligence”	is	often	overestimated.2	The	potential	may	be	
exaggerated	in	discourse	and	company	strategy,	but	the	risks	and	difficulties	are	real.	
	
Today,	AI	refers	colloquially	to	the	combination	of	big	data,	increased	computing	capacity,	and	machine	
learning	algorithms,	especially	deep	learning.	Few	AI	researchers	believe	that	this	combination	alone	will	
lead	to	general	artificial	intelligence.3	General	AI	(that	can	perform	at	human	levels	in	all	cognitive	tasks)	is	
far	beyond	today’s	narrow	or	3rd-generation	AI.	
	
Digital	devices	in	our	pockets	give	the	appearance	of	human	behavior:	names	like	“Siri”	and	“Alexa”	build	
on	the	anthropomorphic	sway	of	the	term	AI	itself.4	This	all	feeds	into	the	hype	that	often	eclipses	the	
fundamental	problems	of	third-generation	AI.	Relying	heavily	on	past	data	and	opaque	algorithms,	it	has	
important	failings.	Algorithms	that	decide	who	gets	a	loan,	a	job,	a	medical	treatment,	or	deliverance	from	
jail5	have	by	turns	exhibited	the	biases	of	the	past,	and	yielded	decisions	whose	logic	cannot	be	explained,	
largely	because	they	are	based	on	millions	of	parameters	adjusted	over	billions	of	training	cycles.		
	
The	failings	of	the	algorithms,	along	with	the	societal	and	economic	disruption	that	has	followed	their	
widespread	adoption,6	have	usefully,	whatever	the	potential	of	these	tools,	led	to	a	growing	group	of	
initiatives	around	the	globe	to	develop	“responsible”	and	“trustworthy”	AI,	including	the	EU	principles.7	
	
Today’s	AI	software	is	only	reliably	suited	to	certain	narrow	applications.	While	its	potential	is	therefore	
bounded,	the	risks	generated,	though	not	our	focus	here,	must	be	addressed.	Governments	and	industry	
are	devoting	vast	resources	to	apply	data	driven	AI	to	new	areas,	but	the	question	remains	whether	it	is	
even	possible	to	make	it	trustworthy.	
	
Some	third-generation	AI	software	has	been	designed,	tested	and	deployed	in	settings	that	allow	for	a	high	
level	of	error,	such	as	suggesting	products	to	customers	in	retail	settings.	But	can	today’s	AI	be	more	widely	
applied	in	nuclear	safety	systems,	automated	securities	trading,	or	central	bank	tactics?	Are	we	betting	on	
the	wrong	horse	for	high-risk,	general	applications?	It	is	becoming	apparent	that	third-generation	narrow	AI	
software	and	applications	are	precarious,	cryptic	and	often	unreliable,	which	creates	as	much	difficulty	as	
potential.	
	
When	discussing	the	current	development	of	AI,	we	advocate	a	fresh	start:	clarify	what	third-generation	AI	
software	is	realistically	suitable	for	and	capable	of,	assess	how	and	to	what	extent	it	relates	to	the	
development	of	the	next	generation	of	AI,	and	contemplate	whether	we	can	solve	certain	problems	by	
applying	alternate,	more	reliable	technologies	and	software	solutions.	
	
What	will	the	fourth	generation	of	AI	consist	in?	Whether	or	not	it	involves	deep	learning,	it	must	have	a	
deeper	understanding	of	context	and	language,	as	well	as	time,	space	and	causality.	It	must	broadly	adapt	



to	changes	in	the	prevailing	environment.	The	development	and	chances	of	success	of	a	useful	third-
generation	AI	have	raised	questions	for	the	last	three	years.	We	believe	a	critical	review	is	in	order.	
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